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Abstract—We consider the problem of physical-layer network
coding when the channel exhibits block fading. Specificallywe
focus on the use of lattice codes in a compute-and-forward éme-
work for realizing physical-layer network coding. We constuct a
novel lattice ensemble called the root-Low-Density Constrction-
A (root-LDA) ensemble which uses Construction A with root-bw-
density parity check (LDPC) codes. Using extensive simulans,
we show that the proposed lattice codes exhibit full diversy
when used over the block fading channels. In addition, their
performance is comparable to the performance of LDA lattice
codes optimized by the progressive edge growth algorithm ev
the additive white Gaussian noise AWGN channel. This sugges
that root-LDA lattice codes provide a robust solution to the

destroy the algebraic structure required to directly decod
integer linear combinations of codewords. These conftictin
phenomena make it difficult to predict whether physical
layer network coding implemented through the compute-and-
forward framework still provides substantial gains ovdrest
relaying strategies. In fact, naively using lattice coddsclv
perform well under quasi-static fading often performs weors
than amplify-and-forward in the presence of block fading.
Indeed, one of the most significant open problems in this
area is the design of compute-and-forward schemes that can
effectively implement physical layer network coding (ddeo

problem of implementing physical layer network coding over

| linear combinations) in the presence of block fading.
fading channels.

Very recently, Bakoury and Nazer have studied the block
fading case [6] and derived (information-theoreticallghizv-
able computation rates with infinite-dimensional latticgles.

In [6], the construction of practical computation codes to

Physical-layer network-coding has drawn a lot of attenticsichieve full diversity is not investigated. Unlike [6], our
recently due to its ability to achieve significantly higheulm focus here is on constructing practical coding schemestwhic
tiplexing gains as compared to conventional relaying stratexploit diversity for physical layer network coding (dedagl
gies such as amplify-and-forward, compress-and-forward knear combinations) under iterative decoding. To the lmést
decode-and-forward. One way to effectively combine codiraur knowledge, this is the first result that shows a coding
and physical layer network coding is through the computeeheme that provides full diversity under iterative dengdi
and-forward framework which adopts lattice codes at tifer decoding linear combinations.
source nodes and directly computes an integer combinationo this end, we propose a novel lattice ensemble which
of codewords or linear combination of messages over finitges Construction A [7] with non-binary root-low-density
field at each destination node [1], [2]. This paradigm hasibeparity check (LDPC) codes proposed by Boutebsl. in [8].
studied intensively in the literature (see for example @] [ The motivation behind this choice is that binary root-LDPC
[5] and references therein). codes have been shown to be able to achieve full diversity

Most of the work in the compute-and-forward literatur@rders under iterative decoding. Thus, one expects lattice
focuses on the case where the channel stays fixed throughemrtstructed upon non-binary root-LDPC codes can similarly
the transmission, i.e., the channel is either an additivéewhprovide high diversity orders. This new lattice ensemble is
Gaussian noise (AWGN) channel or the channel exhibits quastferred to as root-LDA lattice ensemble by following [9].
static fading. This assumption is too stringent to hold fdExtensive simulations are performed to verify the perfaroea
some applications where the channel coherence time maydbethe proposed root-LDA lattice codes. For point-to-point
small and hence, a block fading model is more appropriad@emmunication, we show that the proposed LDA lattice codes
in such situations. Previous works on the use of lattice sodgrovide comparable performance as compared to convehtiona
[1], [2] do not easily extend to the block fading case. On theDA lattice codes [9] optimized with progressive edge griowt
one hand, modern wireless communication has taught us tfREG) algorithm [10] when used over an AWGN channel,
coding schemes should exploit the diversity offered by bloavhereas the proposed root-LDA lattice codes are able to
fading channels. On the other hand, block fading channgeovide full diversity under iterative decoding when used
over block fading channel. We then perform simulations for
decoding linear combinations and show that the proposed roo
LDA lattice codes can indeed achieve full diversity under
iterative decoding for both the two-way relay channel (TWRC
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Fig. 1. The two-way relay channel. Fig. 2. The multiple-hop line network with 3 relay nodes

and the multiple-hop line network. Specifically, computela \yherer? € R is fading coefficient ofj-th sub-block between
forward with root-LDA lattice codes can surpass amplifyfdan node 5, and R and z[n] ~ N(0,1) is Gaussian noise. We

forward in the multiple-hop line network while compute-andyyite the collection of thejth block of channel coefficients as

forward with lattice codes that are not optimized for blocky () — [h(sj) hgj)] j=1,2 b. These channel coefficients
1 o 1 3 Sy ey U

fading channels cannot. Finally, it should be noted that fe assumed to be perfectly known to the relay node but
physical layer network coding scheme should be robust agai(jnknown to both the transmitters.
different channel conditions, i.e., constant fading cledrin The relay then formsv an estimate of the functiow =

fast fading channel (or somewhere in between). Simulatighy,; ¢ p,u, whereb,,b, € F, are chosen according to the
results suggest that the proposed codes exactly provide annel vectoh?), j = 1,2,...,b. The performance metric

kind of robustness. _ _ ~ considered throughout the paper is the symbol error ratRYSE
The rest of the paper is organized as follows. In Section Wefined as
we state the problem of compute-and-forward over block P, 2 P {w[n] # w[n]}. 3)

fading channels. In Section Ill, the proposed root-LDAitat
ensemble is presented. We then apply the proposed root—LBA
lattices for function computation over block fading chalsne™
in Section IV. This includes using the root-LDA lattices for We consider information exchange on the line network
both the TWRC and the multiple-hop line network. Section ¥hown in Fig. 2 wheré; and.S; wish to exchange information

Multiple-hop line network

concludes the paper. through three relay®;, R2, Rz forming a line network. A
two-way relay channel described in previous section ctssis
A. Notations a sequence of three nodéd’;, No, N3) where N; and N

Throughout the papeR denotes the field of real numbers '€ source nodes andl; is relay. The line network consists

Z denotes the set of integers, afig denotes finite field of of three two-way relay channels which a(@), ki, Ra),
orderp. Vectors and matrices are written in boldface lowercasét: F2; R3), and (Rs, B3, S2), i.e., codewordx, sent from

and boldface uppercase, for exampl@nd X, respectively. S1 experiences3 uplink channels and downlink channel
of TWRC to reach toS; and codewordxs sent from Sy

Il. PROBLEM STATEMENT experiences3 uplink channels and downlink channel of
A. Two-way relay channel TWRC to reach taS;.

In this paper, although our goal is to design computation
codes with full diversity for compute-and-forward [1], we
particularly focus on the first phase (uplink) of the TWRC In this section, we introduce the proposed root-LDA lattice
for simplicity. It must be noted that the codes designed hef8semble and study the performance. We use both the point-
are not limited to the TWRC and are applicable to comput@-point AWGN channel and the point-to-point block-fading
and-forward. As shown in Fig. 1, in this model, two sourcéhannel to examine the performance of the proposed scheme.
nodesS; and S, wish to exchange information via the relayNote that the point-to-point block fading channel can be
node. Each source nod# encodes its message € FX to derived from (2) by fixingx,[n] = 0 for all » and the point-
the transmitted signak; € RV that is subject to an input to-point AWGN channel can be obtained by further forcing

IIl. PROPOSEDROOT-LDA L ATTICE CODES

power constraint b = 1. In what follows, we extend the root-LDPC ensemble
N proposed by Boutroet al. [8] to the non-binary case and then
1 1 - i
N”XiHQ =~ Z zin]2 < P, i=1,2. Q) present the proposed root-LDA lattice ensemble.
n=1

Unlike most of the work in the literature (see for examplé. Non-binary root-LDPC codes
[2] [11]), we consider a scenario where the channel coherenc We first review the family of binary root-LDPC codes
time ( symbols) is less than the durationfsymbols. Source which has been shown to be exhibit full diversity. We use
nodes and relay node are assumed to have perfect knowlefggecorresponding Tanner graph [12] to describe the parity
of channel coherence time. Hence, the channel can be modeJedck matrix of a root-LDPC code. The main idea behind
as a block fading channel with= N/l independent fades thusroot-LDPC codes is to design connecting edges such that
the signal received at relay is given by each information bit would participate in rootchecks whalte
L G) () the other connected bits experience different fades ansl thu
yln] = hg @[] + hg za(n] + 27, guarantee full diversity order. For the ease of expositioa,
n=1,2...,N, j=1+ {(” — 1)J ’ (2) considerb = 2 and a regula(3, 6) root-LDPC ensemble in
! the following. We will first demonstrate how to construct the



where the sum used above is the Minkowski sum. The fact
that A is indeed a lattice can be easily shown by noticing that
M is an isomorphism and is a linear code. Also note that
the name of the proposed lattice ensemble comes from [13]
where di Pietraet al. use the term LDA lattices to refer lattices
obtained from Construction A with regular LDPC codes.

So far, we have only discussed lattices instead of lattice

@ bit on fadingh, O bit on fadingh, codes. One can use the approach in [14] or [15] to build nested
lattice codes. This approach first builds a pair of nesteitdet
Fig. 3. Rootchecks of a root LDPC code. (Ay,A.) with A, € Ay and then uséh y UV(A.) as codebook

whereV(A.) denotes the fundamental Voronoi region/of.
_ In what follows, we discuss a decoding algorithm for the
Tanner graph of a binary root-LDPC code [8] and then extefloposed root-LDA lattice. This includes a message-pgssin

it to the non-binary case. algorithm for determining the coset and a quantizer to ¢mant
In a binary root-LDPC code, full diversity is obtained bythe received signal to the nearest lattice point inside the
following the criteria of rootchecks: decoded coset. Leh = M(c) + pk be the lattice point

1) There are2 types of rootchecks denoted @$7 K, and transmitted. We first describe the message-passing digorit
C H K>, the number of rootchecks for each typeNig4. whose goal is to determine corresponding to\ as follows.

2) Type 1(2) rootcheck is connected wiihvariable nodes  Initialization : Recall that the channel model is the point-
experiencing fadingi, (k) and1 variable node expe- to-point channel now. We first initialize the algorithm by

riencing fadingh, (hs). computing the following a posteriori probability (APP) for
The main idea of this design is shown in Fig. 3 where w%aCh" =1...,N,
can see that if only:; (h2) is in deep fade, the information P(c[n] = v|y[n]) = Z P(hD x|y[n]), (6)

from the other 5 bit nodes experiencihg (h;) would make
CHK, (CHKo,) reliable. So in order to make the code fails,
both h; and hs have to be in deep fade. The parity-checknerel’s = {x|x = M(v) +p(, ¢ € Z} and

XETy

matrix corresponding to Tanner graph thus designed is given , (y[n] — K )?
by B(hxlyln]) o exp(—H2g 5—=52), (D)
Ho| I 0 Hy Hy @ ) _ .
H,; H;, I 0 ' wherej = 1+ | “5— |. Note that in practice, one can choose

) ) the setl’, to include only a finite number aof € Z according
where all the sub-matrices aré/4 x N/4 matricesI and0 4 ., for eachn in order to get a good approximation. For

are the identity and the zero matrices, respectively, aed t@xample, one can choodg to include 3 such numbers that
other four matrices are chosen to fuffill the degree profilg o cosest tay[n]

The columns of the sub-matricdd;; and H;, correspond

to the information bits and parity bits experiencing for message update for variable nodes and check nodeggier

j € {1,2}, respectively. We emphasize here that the fifgt applied. The updated message foth variable node atn-th
rows correspond precisely to the type 1 rootcheck and thg ation denotes as

secondN/4 rows correspond to the type 2 rootcheck.

In order to construct lattices from root-LDPC codes, we P (¢[n]|C, y\y[n)). (8)
first consider root-LDPC codes codes oWy. This can be - . . L
easily done (but not necessarily optimally\})ﬁtj;y considefify balz:glsolr?n At the end of this algorithm, the decision is made
as the skeleton of the parity check matrix of the non-binary
code and randomly choosing a non-zero elemenkF,jnfor ¢[n] = argmax ]p(m)(c[n] = v|C,y\y[n]))P(c[n] = v|y[n]).
replacing each 1 in the skeleton matrix. We refer codes thus v
constructed as non-binary root-LDPC codes. ©)

Let ¢ be the output of the above message-passing algorithm.
The decoder then looks into the cos#t(¢) + pZ~ and
guantize the received signglto the nearest point inside this

We are now ready to state the proposed root-LDA latticesoset to form our estimata.

This family of lattices is constructed by using Constructf®
[7] with non-binary root-LDPC codes. Specifically, 1étbe
an N-dimensional non-binary root-LDPC code oV and ] ; . .
use M the natural mapping to map the codeword symbols In this section, we perform simulations to demonstrate the

onto Z/pZ. Finally, tiling the results to the entir@™ to get performance of the proposed lattice codes and decoding algo
a lattice of the form rithm. For the sake of simplicity, we use hypercube shaping

to carve a lattice code from the proposed lattices. i.e., ate s
A& M(C)+ pZN, (5) A. = pZ"N. The performance metric we consider is either

Message Update After initialization is done, standard

B. The proposed Root-LDA lattice code

C. Smulation results



codeword error rateP{((¢ # c)) or SER P(@[n] # u[n])) for

n € {1,...,K}. We use SNR to denote average information
symbol energy ovelV, in dB. The fine latticeA s considered

is a proposed root-LDA lattice with underlying codebeing

a (3,6) root-LDPC code oveif;. For comparison, we also
construct an LDA lattice code whose underlying code is a
non-binary LDPC code oveFs; with parity check matrix
constructed by the PEG algorithm [10]. The codeword length
is N=1200 and information length i&=600 for both codes.

In Fig. 4, we consider the AWGN channel and plot the SER

where we observe comparable performance between these two

codes.

We then consider the block fading channel as shown in
Fig. 5 and 6. In Fig. 5, we plot the codeword error rate and
observe that the proposed root-LDA lattice code is roughly 8
dB better at raté0—* over the LDA lattice code, also the slope
of root-LDA lattice code is 2 (as expected) while LDA latticerig.
code does not show double diversity at that point. Similar
observation can be made for the SER performance showing
in Fig. 6 which 7 dB gain is observed at SER—*, again
the slope of the former is 2 while the latter does not show
double diversity at that point. . This is mainly because tha+
LDA lattice code designed specifically for fading channet ca
achieve full diversity while LDA lattice code is not optined
for fading channel. In Fig. 5, we also show the so called
information outage probability [8] defined as

Pyui(a, R) = Pr{Z(a,h) < R}, (10)
where a is signal-to-noise ratio anth = [h() ... A®)],
Z(a, h) is the instantaneous input-output mutual information
between the input and output of the channel given

b
1 2
Z(o,h) = 3 > Liwanp(@hV)),

=1

(11)
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5. Codeword error rate performance for point-to-pdidck fading

Iawenp(s) is the input-output mutual information of anchannel withb = 2.

AWGN channel with SNRs and input asZ hypercubically
shaped bypZ" [16]. This information outage probability

is often used as a lower bound on codeword error rate.
Comparing the performance of the proposed root-LDA lattice
and the information outage probability, one can see that the
proposed scheme has the right slope and hence exploit all the
diversity offered by the channel. Also, the proposed scheme
approaches (less than 2dB) the information outage prdbabil

IV. ROOT-LDA LATTICE CODES FOR
COMPUTE-AND-FORWARD IN BLOCK FADING CHANNEL

We now study using the proposed root-LDA lattice codes
for the problem stated in Section II. Our main goal is to use
such codes to achieve full diversity for function compuati
Specifically, S; and S, adopt the same nested lattice code
and map their messages andu, onto some lattice points
M(c1) + pk; and M(cz2) + pka, respectively. At the relay,
the first thing must be done is to determine the functwogr-
biu; @ bous according to the channel coefficients. To do this,

o
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SER performance for point-to-point block fading chal withb = 2.



we first find integer vectas = [a1, az] such that the following
average computation rate is maximized:

RMWM, ... h® a)=

T T T

—&— Root-LDA lattice code (CF)
LDA lattice code (CF)

—3— Root-LDA lattice code (AF)

101 F

b NH -1
11 P|h() ™" a?
=Y " Zlogt R i 12
23" ('a' rrpmopE) o 2
where log™ () £ max(log(x),0). Note that this rate ex- 0k

pression can be easily derived by applying the (information
theoretic) result in [1p times. Then, we sdf; = a; mod p
andb, = as mod p. Note that here we are not claiming that
the above rate is achievable by the proposed scheme. The

intuition of choosing the function this way is that typigall 0 e
functions result in large rate in (12) would have low error SNRE/N,)
rates.

Once the functiorw is determined, the relay first compute&9- 7- End-to-end SER performance for TWRC wih= 2.
the APP for eacln € {1,..., N} given by

_ (@) (4) to a power constraintP and forwarded back to the two
Papp(vi,v2) = P(he’ x1+he’ xo|y[n]), (13) p
pr{v1,v2) Z Z (hsixaths, xalyln]) nodes together with the knowledge laf andb,. The channel

is assumed to be reciprocal. One can then follow standard
approach in the literature (see [2] for example).
(y[n] _hg'l)xl _hg'Q)XQ)? In Fig. 7, the simulation results fob = 2 is shown.
552 One observes that both AF with root-LDA lattice code and
. ) F with root-LDA lattice code provide diversity order of 2
Given b, ng,Nandh APPS’_WE first It)ry tob decode the fcos%?vhile CF with LDA lattice code cannot achieve this diversity
Qgéﬁgg{ﬁ WN?e ¢f = bicr @ bacy By CoMputing for o 00ver, in this TWRC, AF outperforms CF as it does not
st decode the received signal at the relay and hence does not
P(cs[n] = vly[n]) = Z Papp(v1,vs). (14) incur self-interference. However, the fact that AF does not
compute (decode) also means that it cannot clean any noise.

The decoder then performs standard message update for crlfeecikthe noise gets accumulated. This drawback will become

nodes and variable nodes ovey. The updated message forpronounced when we consider networks with multiple hops.

n-th variable node atn-th iteration is denoted as
B. Smulation results for multiple-hop line network

P )(cf MIIC, y\y[nD)- (15) We consider a protocol [2] shown in Fig. &; ; denotesj-
The decisioncs[n] at m-th iteration is given by th codeword sent frons;. This protocol is in the initialization
. (m) mode during the firs slots then turn to operating mode
crln] = argmax P (cr[n] = o|C, y\y[n))P(cs[n] = vly[n])- from the3rd slots. The description of this protocol under the
operating mode is as follows:
¢ In odd number slotsS,, S3, and Ry transmit while rest
of nodes listen
o In even number slotss;, S, and R, listen while rest of
nodes transmit.

e S; and Sy transmit new codewords whenever they al-
A. Smulation results for TWRC lowed to transmit.

We now investigate the performance of using the proposedNote that the power constraint for source noSeand relay
scheme for compute-and-forward (CF) through simulationsodesR; is subject toP. In Fig. 8, we use an example to
We first consider the TWRC and compare the SER at tlikustrate the transmission protocol. For the ease of prese
relay of CF root-LDA lattice code, that of LDA lattice code tation, we set the channel coefficients to be 1 for example;
and amplify-and-forward (AF) with root-LDA lattice code.however, for the simulation shown later, we allow the channe
For all the schemes, we use hypercubic shaping and propedybe block fading channel. In slot 1, the received signals
scale the signal to make the transmitted signal satisfy the R, and R3 correspond tax;,; andxg; originated from
power constraint. Note that although the main goal is only; andS;, respectively, where we use ; to denote thejth
to study the compute-and-forward paradigm, we still comsidcodeword fromsS;. In slot 2, Ry and Rs forward x; ; and
the second (broadcast) phase of the TWRC here andxif,, respectively, and?; computes the linear combination
the following simulation for completeness. Assuming is xi,1 + x21 . The above steps conclude the initialization
correctly computed, it is encoded to a codeward subject process. We then consider the operating mode. We only look

X1€T; x2€T,

where

P(hg.l)XI + hfs@ley[n]) o exp(—

biv1 Pbava=v

After determining the cosett(cy) + pZ®, we then quantize
the received signal to the nearest lattice point insidedbset.
Note that this last step is redundantpiZy C A, as in this
case, all the information we need is ¢g.
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Fig. 9. SER performance of the 4-hop line network with- 2.
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Fig. 8. The transmission protocol proposed in [2].

The same three schemes are adopted and their end-to-end
SER performances are compared in Fig. 9. One can see that
similar to the TWRC, the schemes with the proposed root-
LDA lattice code enjoy diversity order of 2 while the one with
LDA lattice code cannot. Moreover, the AF strategy perform
worse than the CF ones due to the noise accumulation. The
gap between CF and AF is expected to be larger as the number
of hops increases.

V. CONCLUSION

We have proposed the family of root-LDA lattices which is
obtained by Construction A with non-binary root-LDPC codes
We have then used these lattices to construct nested lattice
codes for compute-and-forward over block fading channel.
Extensive simulations have been performed to confirm thet th
proposed scheme achieves full diversity under iteratieode
ing for physical-layer network-coding and thus outperferm
conventional lattice codes which do not take diversity orde
into account.
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