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Abstract—The recently discovered family of generalized low-
density (GLD) lattices brings new mathematical challenges to
coding theorists and practitioners. Given the excellent perfor-
mance of integer GLD lattices in high dimensions and motivated
by the simple lattice structure used for fast iterative decoding, this
paper is a first attempt to analyze GLD lattices for asymptotically
large dimensions. Firstly, we describe non-binary GLD codes and
show their asymptotic goodness in terms of minimum Hamming
distance. Secondly, we consider a GLD lattice ensemble built via
Construction A from non-binary GLD codes, and analyze their
goodness with respect to Poltyrev limit on the Gaussian channel.
Finally, at large dimensions and using a large code alphabet,
we prove that infinite GLD lattice constellations attain Poltyrev
capacity limit under maximum likelihood decoding.

I. INTRODUCTION

Coding theory includes the study of mathematical structures
to protect information in its digital or analog form. Among
those structures, point lattices in the Euclidean space are an
interesting tool for both source coding and channel coding. In
[1], a new family of generalized low-density (GLD) lattices
was proposed. The key idea is to build a new lattice in high
dimensions from the intersection of two or more interleaved
direct sums of a small-dimensional lattice. A special situation
occurs if the small lattice itself is built from a non-binary
Construction A. In such a case, the GLD lattice itself is derived
from a non-binary GLD code via Construction A. Binary GLD
codes proposed more than a decade ago in [3], [4] are based on
the intersection of two binary codes. GLD codes are another
example of mathematical structures (in a finite field) useful
in coding and information theory. In this paper, we consider
non-binary GLD codes in order to build integer GLD lattices.

We show the asymptotic goodness property of GLD codes
over the finite field Fp under some conditions on the codes’
parameters. This property is used in a second step to find a
decoding gap to Poltyrev limit on the Gaussian channel [17].
These two main results are found in (7) and Theorem 2. As a
consequence, when the GLD code approaches the Varshamov-
Gilbert bound at a vanishing rate and a large p, the GLD
lattice ensemble attains Poltyrev limit (cf. Corollary 1). The
main motivation for this first attempt in analyzing GLD lattices
came from the excellent performance observed under iterative
decoding [2]. Currently, there are no complete or accurate
mathematical tools to understand iterative decoding for non-
binary fields and the real field. Hence our study considers
minimum distance and ML decoding for GLD codes and
lattices respectively.

II. NON-BINARY GLD CODES

Generalized low-density codes have many interesting as-
pects, based on their matrix and graph representations as
reported for the binary case in [3], [4]. A non-binary GLD
ensemble has a representation identical to its binary counter-
part, but binary variables are replaced by symbols belonging
to the finite field Fp. We restrict our study to prime fields, i.e.
p is a prime integer.

Let C1 and C2 be two codes of length N and dimension K
defined over Fp. At the price of a lower coding rate, a code
C with a better error-correction capability is built from the
intersection of C1 and C2,

C = C1 ∩ C2. (1)

We say that p−ary code symbols have degree J = 2 because
they belong to two check nodes defined by C1 and C2 respec-
tively. As a simple example, let C1 be a binary BCH code
with parameters [15, 11, t = 1]2 whose generator polynomial
is g1(x) = x4 + x + 1. Let C2 be a binary BCH code with
same parameters [15, 11, t = 1]2 and generator polynomial
g2(x) = x4 + x3 + x2 + x+ 1. It is straightforward to prove
that C = C1 ∩ C2 is a double error-correcting BCH code
[5] with parameters [15, 7, t = 2]2. In order to handle a very
large code length N , it is important to introduce an elementary
code C0 of length n and dimension k. Then, C1 is taken to
be a direct sum of L versions of C0, i.e. C1 = C⊕L0 , where
L = N/n. The second big check C2 is taken to be a permuted
version of C1, i.e. C2 = π(C1), where π is a permutation of
size N . The standard GLD code definition becomes

C = C⊕L0 ∩ π(C⊕L0 ). (2)

The structure of the parity-check matrix of C is illustrated in
Figure 1. A GLD code with a higher degree J can be built if
the intersection involves J codes with J − 1 permutations. If
R0 > (J − 1)/J is the rate of C0, the rate of the GLD code
C is for almost all permutations equal to

R = 1− J(1−R0) > 0 (3)

Now, we generalize the ensemble performance found in
[3], [4] to the non-binary case in order to find a condition
that guarantees that non-binary GLD codes are asymptotically
good. In the sequel, given a GLD ensemble, the expression of
a certain B(ω) is determined as a function of the parameters
p, J , n, and k. The positivity of this B(ω) near the origin
will imply that the ensemble is asymptotically good. Let



H0 =

π

Figure 1. Structure of the GLD parity-check matrix for symbols of degree
J = 2, where H0 is the parity-check matrix of an elementary code C0 and
π is a column permutation.

g(s) = A0(es)/pk be the moment generating function of
C0, where A0(x) is the weight enumerator polynomial [5]
of C0. Then, the moment generating function of C1 = C⊕L0

is G(s) = g(s)L =
∑
`Q(`)e`s. The number of codewords

in C1 of Hamming weight ` is N1(`) = pkLQ(`). Let us
suppose that π1 is the identity and that π2, π3, . . . , πJ are some
random permutations of {1, 2, . . . , N}. Then, the probability
that a vector of weight ` belongs to C = ∩Jj=1πj(C

⊕L
0 ) is

P (`) =

(
N1(`)(

N
`

)
(p− 1)`

)J
. (4)

The average number of codewords in C having weight ` is

N(`) =

(
N

`

)
(p− 1)` × P (`) =

pJkLQ(`)J((
N
`

)
(p− 1)`

)J−1
. (5)

After upper bounding Q(`) by G(s)e−`s, based on the argu-
ment found in [4], we find

N(`) = Θ(exp(−NB(ω))), (6)

where Θ refers to the Bachmann-Landau notation and ω =
`/N is the normalized Hamming weight, such that ω ∈ [0, 1].
Further details are omitted due to lack of space. In addition,
let µ(s) = log(g(s)) and H(x) = −x log(x)−(1−x) log(1−
x), where H(x) is the natural entropy function. The function
B(ω), found in (6), is expressed as follows:

B(ω) = (J − 1) (H(ω) + ω log(p− 1))

− J

n
(µ(s) + k log(p)) + Jsω. (7)

Let dHmin
(C) be the minimum Hamming distance of C.

From (6) and (7), when N → ∞, the normalized minimum
Hamming distance ∆ = dHmin(C)/N is lower bounded by the
largest ω0 satisfying B(ω) > 0 for ω ∈]0, ω0[. Figure 2 shows
the lower bound of ∆ for three GLD ensembles with J = 2
and different coding rates and compares it to the Varshamov-
Gilbert bound [7]. The illustrated results are ∆ ≥ 0.1136 for
C0[24, 18]11, ∆ ≥ 0.3732 for C0[16, 10]11, and ∆ ≥ 0.6454
for C0[20, 11]11.
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Figure 2. Lower bound on minimum Hamming distance for GLD ensembles
with J = 2 for p = 11 and three different coding rates.

III. NOTATION FOR LATTICES

An N -dimensional lattice Λ is a discrete additive subgroup
of RN identified by a basis of N linearly independent vectors
b1,b2, . . . ,bN . By definition,

Λ =

{
x ∈ RN : x =

N∑
i=1

zibi, zi ∈ Z

}
. (8)

The matrix G with the bi’s as rows is called a generator
matrix of the lattice and, synthetically, we write Λ = ZNG.
The volume of a lattice is defined as Vol(Λ) = |det(G)| and
is independent from the choice of a lattice basis. A classical
reference for learning more about lattices is [16].

Definition 1: Let p be a prime number and consider a linear
code C = C[N,K]p over Fp of length N , dimension K, and
rate R = K/N . The lattice Λ obtained by Construction A
from C is defined as

Λ = {x ∈ RN : x ≡ c mod p, ∃c ∈ C} = C + pZN . (9)

Construction A lattices are very useful for many theoretical
and practical reasons and have been very often employed in
the literature concerning lattice coding (see for example [1],
[8]–[15]). More details about Construction A can be found in
[16]. A well-known property of Construction A lattices, which
will be used later in this paper, is [6]

Vol(Λ) = pN−K = pN(1−R). (10)

IV. POLTYREV CAPACITY FOR THE GAUSSIAN CHANNEL

In this paper we deal with (infinite) lattices as codes for the
transmission of information over the unconstrained Additive
White Gaussian Noise (AWGN) channel. A message is a
lattice point x and the channel output is y = x + w ∈ RN ,
where w is the random noise and the wi’s are i.i.d. random
variables, independent from the channel input. For every i, the
random wi follows a Gaussian distribution with mean value 0
and variance σ2.



Infinite lattice constellations have infinite energy and their
performance can be analyzed by the means of Poltyrev capac-
ity. We summarize Poltyrev’s results as follows [17]:

Theorem 1 (Poltyrev): Given the unconstrained AWGN
channel with channel noise variance σ2, there exists a se-
quence of N -dimensional lattices of constant volume V for
which the decoding probability can be made as small as
wanted for a sufficiently large value of N , if and only if
V

2
N > 2πeσ2. As a consequence, given a family of lattices

with volume V , we can hope that a lattice in the family can be
decoded with vanishing error probability only if the channel
noise obeys

σ2 < σ2
max =

V
2
N

2πe
. (11)

σ2
max is often referred to as Poltyrev capacity. We say that a

lattice family with volume V is Poltyrev-capacity-achieving if
a random element of the family has a vanishing error decoding
probability for every value of σ2 < σ2

max.
To conclude this section, we recall that the weak law of

large numbers implies:
Lemma 1 (Typical norm of the AWG noise): Consider N

i.i.d. random variables X1, . . . , XN , each of them following
a Gaussian distribution of mean 0 and variance σ2. Let
ρ =

√∑N
i=1X

2
i ; then, for every ε > 0,

lim
N→∞

P
{
ρ ≤ σ

√
N (1 + ε)

}
= 1. (12)

V. GLD LATTICES AND POLTYREV CAPACITY

Generalized low-density (GLD) lattices were defined for
the first time in [1]. We recall that their definition traces
the one given in Section II for GLD codes: given an n-
dimensional lattice Λ0, a natural number L = N/n and J − 1
different permutations π2, π3, . . . , πJ of {1, 2, . . . , N}, an nL-
dimensional GLD lattice Λ is defined by:

Λ = Λ⊕L0 ∩ π2

(
Λ⊕L0

)
∩ · · · ∩ πJ

(
Λ⊕L0

)
. (13)

In this paper, we will only deal with GLD lattices for which
Λ0 is built by Construction A from a code C0 of length n.
In this case, the GLD lattice Λ is actually a Construction A
lattice, too, and

Λ = C + pZN , (14)

where C is the GLD code obtained from C0 with the same
πi’s and the same parameters n,L, and J of the GLD lattice.

A. The random ensemble

We would like to investigate the problem of achieving
Poltyrev capacity with GLD lattices under maximum like-
lihood decoding. Our main results about this problem are
contained in Theorem 2 and Corollary 1 and are obtained
for a particular random ensemble of GLD lattices. The used
techniques are very similar to the ones applied in [13], [14]
for proving analogous results for low-density Construction A
lattices (LDA).

Our GLD lattice ensemble is obtained by Construction A
from a GLD code ensemble that contains randomness in two

different senses. Firstly, the πi’s are chosen independently
and uniformly at random amongst all the permutations of
{1, 2, . . . , N}. Secondly, C⊕L0 is the direct sum of L random
i.i.d. random codes. Each one of the random C0’s is defined
by its (n − k) × n parity-check matrix (with k/n = R0 >
(J−1)/J), whose entries are i.i.d. random variables, uniformly
taking values in {0, 1, . . . , p− 1}.

B. Some classical useful lemmas

Lemma 2 provides a useful upper bound for the binomial
coefficient. Its proof can be found in [5, Ch. 10 - Lemma 7].
The proof of (16) can be found in [14, Lemma 2.3], while
(17) is classical and directly comes from Stirling’s formula.

Lemma 2: Let N be a natural number and let 0 ≤ θ ≤ 1
be any rational number such that θN is natural. Then:(

N

θN

)
≤ 1√

2πNθ(1− θ)
eNH(θ), (15)

where H(θ) is once again the natural entropy function.
Lemma 3: Let Bc,N (ρ) = {x ∈ RN : ‖x − c‖2 ≤ ρ2} be

the N -dimensional ball centered at c of radius ρ. Then

|ZN ∩Bc,N (ρ)| ≤ Vol (Bc,N (ρ))

(
1 +

√
N

2ρ

)N
(16)

and

Vol(Bc,N (ρ)) ∼ 1√
πN

(√
2πeρ√
N

)N
. (17)

C. The main results

As we have already mentioned, Theorem 2 and Corollary
1 concern the possibility of achieving Poltyrev capacity with
GLD lattices under ML decoding. For infinite lattice constel-
lations, ML decoding consists in looking for the closest lattice
point to the channel output. If this point is equal to the channel
input, then we have decoded well; otherwise, an error occurs.

Despite its random nature, every lattice in our GLD en-
semble deterministically contains pZN , as defined by the
properties of Construction A (see (14)). This suggests that
the points of pZN have to be treated individually when we
probabilistically analyze the decoding of a GLD lattice. The
following lemma will be used for this purpose in order to
prove Theorem 2, and shows that, asymptotically, the points
of pZN cannot lead to errors under ML decoding. Its proof
is omitted due to a lack of space, but it can be found in [14,
Lemma 3.1].

Lemma 4: Let Λ ⊆ RN be a Construction A lattice, let 0 ∈
Λ be the lattice point to be sent over the AWGN channel and
let w be the random noise vector. Furthermore, suppose that
the noise variance per dimension is equal to σ2 = σ2

max(1 −
δ)2, for some constant 0 < δ < 1 and σ2

max = p2(1−R)/2πe,
where R is the rate of the code underlying Construction A (cf.
(10) and (11)). Then, for every z ∈ pZN r {0}, provided that
p ≥ Nλ for some λ > 0,

lim
N→∞

P{‖w‖2 ≥ ‖w − z‖2} = 0. (18)



And now, the main result of this paper:
Theorem 2: Consider the random ensemble described in

Section V-A and suppose that p ≥ Nλ for some λ > 0.
Moreover, suppose that the minimum Hamming distance of
the random GLD codes underlying the GLD lattices is lower
bounded by ∆N for some constant ∆ > 0. Then, for every
0 < δ < 1, such that

e
H(∆)

∆

√
∆

(1− δ) < 1, (19)

a random lattice of the family can be ML decoded with
vanishing error probability for every channel noise variance
σ2 = σ2

max(1− δ)2.
Proof: Let Λ be a random lattice of our ensemble. Due

to the lattice’s symmetry and the independence of random
noise from channel input, we can assume that the point of
Λ transmitted over the channel is the point 0. The AWG noise
vector is w = (w1, w2, . . . , wN ), the channel output is y = w,
and the channel noise variance is σ2 = σ2

max(1 − δ)2, where
σ2

max is the noise variance value that corresponds to Poltyrev
capacity according to (11).

Lemma 1 states that, when N is very large, the vector y
tends to lie within a distance of a little bit more than σ

√
N

to 0. Given ε > 0, let us call the decoding ball the N -
dimensional ball B = By,N (σ

√
N(1 + ε)) centered at y.

When N goes to infinity, the point 0 is inside the decoding
ball with probability tending to 1; if this occurs, the probability
of making a decoding error under ML decoding is smaller than
the probability that one or more lattice points different from
0 lie inside the ball. If 0 is the only lattice point in B, then
lattice decoding gives the correct answer; otherwise, an error
will possibly occur. Furthermore, Lemma 4 guarantees that the
possible presence of points of pZN inside the decoding ball
does not actually impede good ML decoding.

Summarizing, it is sufficient to show that, if N is the
random variable that counts the number of lattice points inside
B that do not belong to pZN , then limN→∞ P{N = 0} = 1.

In order to do this, for every integer point x ∈ B ∩ ZN ,
consider the random variables

Xx =

1, if x ∈ Λ

0, if x /∈ Λ
and N =

∑
x∈ZN∩BrpZN

Xx; (20)

to prove our result it is sufficient to show that

lim
N→∞

E[N ] = lim
N→∞

∑
x∈ZN∩BrpZN

P{x ∈ Λ} = 0. (21)

We use the fact that

P{x ∈ Λ} = P{x mod p ∈ C} =
(
P{x mod p ∈ C⊕L0 }

)J
.

The latter equality holds true because the permutations defin-
ing C are completely random. Let H1 be the parity-check
matrix of C1 = C⊕L0 and let h be any of its rows, representing
a parity-check equation. By construction, we know that h has
exactly n (random) non-zero entries and N−n (deterministic)

zero entries (see the upper part of the matrix in Figure 3). We
define the support of x ∈ RN as the set

Supp(x) = {i : xi 6≡ 0 mod p}, (22)

and we say that the weight of x is |Supp(x)|. Similarly, the
support of h is

Supp(h) = {i : hi is a random variable}. (23)

Then, for every x ∈ ZN ∩ B r pZN ,

P{hxT ≡ 0 mod p} =

1, if Supp(h) ∩ Supp(x) = ∅

p−1, otherwise
.

The i.i.d. random choice of n entries of each row of H1

makes the events {hxT = 0 mod p}h mutually independent.
Therefore, if t is the number of rows of H1 with which a
certain x shares its support, then

P{x ∈ Λ} =
(
P{x mod p ∈ C⊕L0 }

)J
= p−tJ . (24)

Recall that the only entries of H1 that can be non-zero are its
random entries. They are grouped into L blocks of dimension
(n − k) × n, that we will call the H0-blocks of H1. Then,
as soon as x and h have some common support, the same
will occur for all other n − k − 1 parity-check equations
corresponding to the same H0-block as h. This implies that
t is equal to n − k times the number of H0-blocks of H1,
with whose equations x shares the support. For an x of fixed
weight `, this number is greater than or equal to `/n, therefore

P{x ∈ Λ} ≤ p−(n−k) `nJ = p−J`(1−R0), (25)

where R0 is the rate of the code C0. By hypothesis, there exists
∆ > 0 such that |Supp(x)| ≥ ∆N for all x ∈ ΛrpZN . Thus,

E[N ] =

N∑
`=d∆Ne

∑
x∈ZN∩BrpZN
| Supp(x)|=`

P{x ∈ Λ}

≤
N∑

`=d∆Ne

M`p
−J`(1−R0), (26)

where M` = |{x ∈ ZN ∩ B r pZN : |Supp(x)| = `}|. For
S ⊆ {1, 2, . . . , N}, let xS = (xs)s∈S be the subvector of x
made only of the coordinates of x indexed by elements of
S. Moreover, let us call P = {i | xi ≡ 0 mod p, xi 6= 0}.
If S = Supp(x), then, up to a coordinate reordering, x is
partitioned like that: x = (0, . . . , 0 | xP | xS). If |P | = m,
then ‖xP ‖2 ≥ mp2. Hence, recalling formulae (3), (10), and
(11) and that the decoding ball B has radius ρ = σmax(1 −
δ)
√
N(1 + ε), we can deduce that for every x ∈ B ∩ZN , the

cardinality of P has to obey the condition:

mN2λ ≤ mp2 ≤ ρ2 =
p2J(1−R0)

2πe
(1− δ)2N(1 + ε)2

≤ (1− δ)2(1 + ε)2

2πe
N1+λ2J(1−R0) < N1+λ2J(1−R0).



This means that m < N1−2λ(1−J(1−R0)) = Nη , for some
η = 1− 2λ(1− J(1−R0)) < 1 because 1− J(1−R0) > 0
(see (3)). Hence, using Lemma 3 for (27):

M` ≤
(
N

`

)
|Z` ∩By,`(ρ)| +

+

bNηc∑
m=1

(
N

`

)(
N − `
m

)
|pZm ∩By,m(ρ)||Z` ∩By,`(ρ)|

.

(
N

`

)
|Z` ∩By,`(ρ)| +

(
N

`

)
NNη |Z` ∩By,`(ρ)|·

·
bNηc∑
m=1

(√
2πe√
m

ρ

p

(
1 +

√
mp

2ρ

))m
(27)

=

(
N

`

)
|Z` ∩By,`(ρ)|O

(
N2Nη

)
We can go back to (26) and deduce a bound for its general
addendum with the help of Lemma 2 and Lemma 3:

M`

pJ`(1−R0)
.

(
N
`

)
|Z` ∩By,`(ρ)|O

(
N2Nη

)
pJ`(1−R0)

≤
(
N

`

)
Vol (By,` (ρ))

pJ`(1−R0)

(
1 +

√
`

2ρ

)`
O
(
N2Nη

)

.

(
e
N
` H( `

N )

pJ(1−R0)

√
2πeρ√
`

(
1 +

√
`

2ρ

))`
O
(
N2Nη

)
.

(
e
N
` H( `

N )
√
N

`
(1− δ)(1 + ε)

)`
T (N),

where the term

T (N) =

(
1 +

O(1)

NλJ(1−R0)

)N
O
(
N2Nη

)
(28)

does not grow faster than sub-exponentially in N . Our aim is
to show (21); given (26) and the previous asymptotic bound,
(21) is true if we can show that(

e
N
` H( `

N )
√
N

`
(1− δ)(1 + ε)

)`
(29)

decreases to 0 exponentially fast in N for every ∆N ≤ ` ≤ N .
It can be shown that

f

(
`

N

)
= e

N
` H( `

N )
√
N

`
(1− δ)(1 + ε) (30)

is decreasing. Hence, f
(
`
N

)
≤ f(∆) < 1 by hypothesis (19),

since we can take ε as small as wanted. This is enough to
assure the exponential decrease of (29) and conclude.

Corollary 1: Consider the random ensemble described in
Section V-A and suppose that p ≥ Nλ for some λ > 0.
Suppose also that the minimum Hamming distance of the
random GLD codes underlying the GLD lattices is lower
bounded by ∆N for some ∆ that approaches 1 asymptotically
in N . As a result, this ensemble achieves Poltyrev capacity.

Proof: The proof comes directly from Theorem 2 since
(19) is satisfied for every δ when ∆ is close enough to 1.

VI. CONCLUSION

Motivated by some satisfactory numerical results, we have
carried out a theoretical analysis of the decoding performance
of the newborn family of GLD lattices. Firstly, we have
generalized some results of non-binary GLD codes concerning
their asymptotic goodness. Secondly, in Theorem 2, we have
shown that a particular ensemble of GLD lattices can be
reliably ML decoded for every channel noise variance up to a
well defined distance to Poltyrev limit, which is described as a
function of the minimum Hamming distance of the underlying
GLD codes. Finally, Corollary 1 states the condition under
those GLD lattice ensembles can achieve Poltyrev capacity.
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