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Abstract— We study simple space-time coding techniques for coded STBC also fail in approaching the outage limit. Hence,
multiple-input multiple-output (MIMO) quasi-static chan nels our objectives are

2Tx and 4Tx) capable of achieving near outage limit perfor- . . . .
Enance. The C()Jre OF; our space-time gode is an dn?diagonalpstate « Design a space-time code based on state multiplexing [8]

multiplexer that guarantees full diversity and a quasi-opimal
coding gain on the MIMO channel. The whole range of word
error probability is attained at signal-to-noise ratios exremely

and turbo encoding [4][3] in order to achieve near outage
limit performance.
Control the detection/decoding complexity and propose

close to theoretical limits. In addition, at a fixed signal-b-noise

: L G ” relatively low complexity schemes.
ratio, the word error probability is insensitive to the block length. y P y

« Make the word error probability insensitive to the block
length. This is the interleaving gain of turbo codes
translated to the field of non-ergodic fading channels as
discovered in [14], [15].

The MIMO technology is currently a great success in recefthis work is a direct application of the work in [8] to MIMO

wireless communications systems, mainly in some standagdannels. Closely related research can be found in [219][1

famous space-time block coding (STBC) technique is the

scheme proposed by Alamouti [1]. It can be easily shown Il. ENCODER AND CHANNEL STRUCTURES

that bit error probability conditioned on the channel rzaiion The physical channel considered in this paper is a quasi-
for Alamouti STBC on a2 x 1 MIMO channel isP,, = static frequency non-selective MIMO channel withtransmit
Q(/y7) = f(y), wherey is the signal-to-noise ratio per bif, antennas and, receive antennas. The channel state informa-
is a second order Nakagami distributed random variable [203n is only assumed at the receiver side for coherent detect
representing the fading coefficients after orthogonal damp The MIMO channel model is

at the receiver, and)(z) is the Gaussian tail function [20]. — .SH 1
Consider a frame of length bits transmitted on a quasi-static y==2 +¢ (1)
MIMO channel using Alamouti scheme. Then, the frame errovhere z < Z[i]™ is a QAM modulation symbol vector,
rate P. is S is a linear precodingV; x N unitary matrix (simply
calledrotation), H is the N; x N, channel matrix modeling
fading coefficients between transmit and receive antenees.
additive white Gaussian noisgis assumed to be circularly
symmetric with zero mean. The dimension of transmitted

[0,1], and after cutting the integral into two parts at the poiectorsz is Ny = sn;, wheres is the time spreading factor

y = a defined bynf(a) = 1 with v >> 1, it can be shown of_ the rotation_S. _Similarly, we haveN, = STy _
that Digital transmission is made as follows: Uniformly distrited

(2 IOgQ(%) +4log(2) +4) informati(_)n bits are fed to a binary par_allel turbo encoder.
5 Coded bits{¢;} are then Gray mapped into QAM symbols
v and transmitted on the MIMO channel given by (1). The
Similarly, P, can be lower-bounded by a quantity that variesoherent MIMO detector computes an extrinsic information
aslogz(n). In general, for anyncodedSTBC, the frame error =(¢;) based on the knowledge df, the received vectoy,
probability will increase aﬁogd(n) whered is the diversity and independent priori information a(c;) for all coded
order. In order to approach the outage probability limif][3p  bits. Without loss of generality, we restrict our study tobin
the frame error rate of any given coding scheme should bedes with two identical recursive systematic convoluion
independent of the block length [14], [15]. Therefore, sucRSC) constituents separated by a pseudo-random interleav
space-time coding techniques will fail in approaching theo = of size N. The turbo coding rate iR. € (0,1). The
age capacity limit of the quasi-static MIMO channel. Algaibr transmitted information rate is equal 8 = R.n;log, M
space-time codes [10] and any convolutionally/algebtlgicabits per channel use, wher&/ is the cardinality of the

I. INTRODUCTION

P, = /Om (1=~ f(y)"]p(y)dy

By upper-boundind — (1—z)™ with min(1, nz) in the interval

P, <



bidimensional QAM constellation. In the sequel, we will 1ll. CODE MULTIPLEXING OVER CHANNEL STATES

call BO-channelthe binary-oriented channel with input | this paper, we restrict our study to the case of double
and output=(c;) as observed by the turbo encoder and thgare diversityD,, = 2 and half-rate turbo cod&, = 1/2. It
turbo decoder. Pseudo-random interleaving is performet prgp o4 be generalized without much difficulty to other value
to QAM mapping in order to enable iterative probabilistic) R. and Dy;. The systematic output of the turbo code is
MIMO detection [7][6] of the BO-channel. A total ofi;  genoted bys; and its Hamming weight by. The parity bit

independent pseudo-random binary interleavers are @bplig,nerated by the first (resp. the second) RSC constituent is
and considered to be an intrinsic part of the BO-channel. yanoted byss (resp.ss).

Definition 1: Under the genie condition (i.e. perfecpriori Definition 3: The multiplexer is an intelligent switch that

information) in the BO-channel, the number of independefistributes turbo coded bits; over the D,, parallel sub-
binary-input non-ergodic fading sub-channels is denoted Bhannels of the BO-channel.

Dy, and called thestate diversity

Actually, the multiplexer should be called “de-multipleXe
Letwg (c) denote the Hamming weight of a turbo codewerd or equivalently “channel interleaver”. We have chosen the
We writews (c) = 31 w;, wherew; is the partial Hamming word “multiplexer” in order to avoid any confusion with the
weight transmitted on the binary-input sub-channelithin  interleaver denoted by used inside the turbo code. Fig. 1
the BO-channel. The state diversitl;(c) achieved by the shows two important multiplexing examples. The two digits 1
codewordc is the number of non-zero partial weights. Foand 2 represent the two states of the BO-channel. The symbol
a given transmitter structure, the achievable state dtyersx represents a punctured parity bit.
is ds+ = min.odg(c). State diversity is upper-bounded by

[18][17] [ Horizontal Multiplexer |

dst S LDst(l - RC) + 1J S Dst (2) S1 1 1 1 1 1
s |2 [ X | 2| X]| 2
ss [ X |2 [ X|2]|X

N| X|

Definition 2: For a quasi-static MIMO channel, tiehannel
diversity is defined asD., = n:n,, which is equal to the
intrinsic diversity order of the physical channel. |

H-n-diagonal Multiplexer |

S1 1]2]1]2]1]2
_ _ _ _ Sz 2 X[ 2| X[ 2[X
For a given transmitter structure, the achievable channel d T (ss) | X |1 |X |1 |X]|1

versity isde, = limgngr— oo — 10g(P.)/log(SNR), where
SN R is the signal-to-noise ratio anfl. is the error probabil- Fig. 1. Multiplexers from [8]. Horizontal (top) and h-diagonal (bottom)

ity. Channel diversity is upper-bounded by [11][12] ?Sflgpriiﬁ;gfgéig ;zéeing/i r?fﬁﬁg?' vﬁﬁg’i fgeétgt%tg midtkers are suitable

n
dep, < min (S”T L?t(l — Re) + 1J ’ Dch) ®) Proposition 1: Let C' be a rate 1/2 parallel turbo
code transmitted on a 2-state channel and built from
With a judicious choice of an error-correcting code and adin RSC(g1(x), g2(x)). Under horizontal state multiplexing and
precoder, maximum diversity is easily attainetd,(= D.»). for any input weightv, the number; of codewords inC' with
In general, a Nakagami distribution of ordé?.../Ds: is incomplete state diversity is
associated to each binary-input sub-channel embeddetwith

the BO-channel. To illustrate the above definitions, wetlist Nw,dst <2)=0 V w>2 o
following examples: Proof: For any non-zero turbo codeword, it is well-

known that the Hamming weight of; is w > wpm = 2
[3]. Also, the Hamming weight of botk, and s3 must be
positive despite puncturing. Hence, it is trivial tha = 2
since s; is always transmitted on the first channel state and
(s2,s3) are transmitted on the second channel state. ®
The recursive systematic convolutional constituent has
constraint lengths + 1. Its feedback generator polynomial is
¢1(z) and its forward generator polynomial §s(x).

e« Forn, = 2, n, =1, D,, = 2, and without rotation
(s=1). We getDg;, = 2.

e Forn, =2, n, =2, D., = 4. Without rotation § = 1),
we haveD,; = 2. With a cyclotomic rotation { = 2),
we getDg; = 1.

e Forn, =4, n,. =2, D., = 8. Without rotation ¢ = 1),
we haveD,; = 4. With a cyclotomic DNA rotation { =
2), we getDg, = 2.

The capacity-versus-outage approach is considered in thiPefinition 4: A recursive systematic convolutional code is
paper. For a given signal-to-noise ratio, the outage limit said to be afull-span convolutional code if the generators
terms of word error probability is given b®(I < R), where satisfydeg(g;(z)) = v andg;(0) =1, for i = 1, 2.

1 is the instantaneous mutual information betweeandy per Trellis transitions outgoing from the O-state and those
channel use, i.el = I(H) = @ bits. incoming to the O-state will be calleflill-span transitions



RSC1 Trellis RSC1 Trellis

RSC2 Trellis RSC2 Trellis

Fig. 2. Trellis error events for input weight = 2. The two interleaving Fig. 3. Trellis error events for input weight = 3. The six interleaving
configurations are indicated. Diversity is guaranteed Blysfoan transitions. configurations are equivalent to two distinct configuration

Py
RSC1 Trellis . . N
N P Y /.r"'n‘_,.f’\\\.\\v >

i.e. both bits are set to 1 on the transition label.

Proposition 2: Let C' be a ratel/2 parallel turbo code
transmitted on a 2-state channel and built from a full-span
RSC(gi(x),g2(x)). Under hs-diagonal state multiplexing
and for any input weightv, the numberm of codewords in
C with incomplete state diversity is

RSC2 Trellis

Fig. 4. A critical configuration for full-span outgoing anghcoming
transitions. Input weightv = 4.

Nw,dst <2)=0 V w>2
Proof: Forw = 2 andw = 3: if a full-span transition

is interleaved (viar) into a full-span transition, then state 0 0 D1 DLW 0

diversity is guaranteed. As shown in Figures (2) and (3), one A = D1 D2 LW 0 L 0

of the full-span transitions in RSC1 is converted into a-full 0 DLW 0 D>L
0 Dy L 0 DLW

span transition in RSC2.
For w > 4: Consider the case where = 4. Except for Wheny;(s;) = 2 andx;(s2) = X, the transition matrix is
the unique interleaving configuration depicted in Fig. @),

turbo codewords exhibif;; = 2 due to full-span transitions. 0 0 D2 D3LW 0

Now, let x;(s;) € {1,2} denote the BO-channel state over , = D2Ds LW 0 L 0

which the binary element; belonging to RSCis transmitted. 0 D2 LW 0 DsL

We distinguish two cases when a critical configuration is 0 DsL 0 DLW
transmitted on the channel. The complete weight enumerat@i(1W, D, L) of simple er-
Case 1: error event in RSC1 starts at statex{(s;) = 1. ror events is given by the top left entry of the product
Diversity is guaranteed by RSC1 becaugéss) = 2. AjAs A1 Ay ... Or A A1 A5 A ... depending on the position
Case 2: error event in RSC1 starts at stateyd,s1) = 2. of the outgoing transition. A critical configuration is givey
Then, we distinguish two sub-cases: a product of typeds(A;4,)¢ for an event of lengti2/ + 1.

Case 2.1: Information bi¢; is set to 1 within the error eventFor ¢ = 1...3 no critical configurations are found. Fér= 4,
and hits state 1 yielding1(s1) = 1. Hence, diversity is we have

guaranteed by RSC1 without the help of RSC2. 5 8 28 7 9rrrd
Case 2.2: Information bi; = 1 never hits state 1 in the trellis T(W,D,L) = ...+ (2D1D; D5 + Dy D) L"W* + . ..
event of RSC1,xi(s1) # 1. This situation occurs becauserherefore, the shortest critical event for = 4 has length
equality is not satisfied in (2) whefl. = 1/2and Dy = 3, 1, — 9. It includes 4 information bits withy;(s; = 1) = 2,
I.e. itis possible to create RSC1 codewords that neverdiie sty parity bits withy1(s2 = 1) = 2, and 2 punctured bits with
1. Thanks to the structure of thephi-diagonal multiplexer, at Yi(s2 =1) = X.

least one full-span transition in RSC2 hgs(ss) = 1 for At this point, based on the study of, the reader sees no

X1(s1) = 2. ) difference between h-diagonal and horizontal multiplexers.

The same proof applies far > 4. B |ndeed, propositions (1) and (2) state that both multipiexe
achieve full state diversity. The error rate performanqeetels

Example with RSC(7,5)s on the achieved diversity and on the so-caltEmting gain

Critical configurations: Let us give an example of criticabr product distancedefined by the producb,w, of partial
configurations forw = 4 as defined in the proof of prop. 2.Hamming weights. Now, it should be clear that horizontal
When x1(s1) = 1 and xi1(s2) = 2, the RSC trellis is multiplexing shows a great unbalance betwegnand ws.
represented by the transition matrix As an example, for input weight = 2, consider RSC(7,5)
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Fig. 6. QPSK modulationp; = 2, n, = 1. Fig. 8. 8-PSK modulationp; = 2, n, = 2.

error events of lengtll, = 4 4+ 3i and total Hamming weight transmit and 1 receive antenna, and = 400. No further
wg =6+2i,7=0...(N—4)/3. For horizontal multiplexing, comment. Fig. 6 shows a similar situation with a QPSK
w1 = 2 andws = 4 + 2i. Therefore, its coding gain behavesnodulation. The performance with 2 transmit and 2 receive
as O(N). For hsr-diagonal multiplexingw; = we = 3 4+ ¢. antennas is given in Fig. 7. Notice that the word error rate is
Hence, the coding gain of h-diagonal multiplexing increasesroughly the same folV = 400 and N = 6400. Finally, the
as O(N?). The loss is even more dramatic far = 3. performance of 8-PSK is illustrated in Fig. 8 and compared
The latter is neglected on the Gaussian channel since tiisboth outage limits (discrete and Gaussian inputs).
contribution to the error rate performance @§1/N). On
non-ergodic fading channels, when— 3, turbo codewords V- LINEAR PRECODING VIA DNA ROTATIONS (4TX)
satisfying wg (s2) >> 1 and wg(ss) >> 1 will suffer In the case ofi; = 4 transmit antennas, we have,; = 4.
from the unbalance of horizontal multiplexing. A comparisoMaximum state diversity in (2) cannot be attained with =
between hz-diagonal and horizontal multiplexers is illustrated /2 if Dy, = 4. Therefore, we add a linear precoder in order to
in Fig. 6 with 2 transmit antennas and a QPSK modulationdowngradeD;, from 4 to 2. This does not affect the physical
channel diversityD,.,. If the rotation hass = 4, i.e. a full
IV. 'WORD ERROR RATE PERFORMANCE (2TX) spreading unitary precoder as usually studied in the titeea
In this section, computer simulations are maderdpr= 2 then D, will reduce to 1. Also, MIMO detection complexity

and without linear precoding (= 1) on the quasi-static MIMO increases exponentially with The solution to maintaiy,, =
channel. The rate 1/2 turbo code is built from R$T 15)s 2 is given by Dispersive Nucleo Algebraic (DNA) precoders
and a pseudo-random interleaverof size N. All curves proposed in [12][13] fos < n,. We build below a cyclotomic
include word error rate versus signal-to-noise ratio per bDNA rotation with a spreading factor equal to= 2 time
Fig. 5 shows the performance of a BPSK modulation with Reriods.



MIMO 4x2 quasi-static channel, Turbo code RSC(17,15), Interleaver size 1600, BPSK

V1. CONCLUSION

We described simple space-time coding techniques for
MIMO channels (2Tx and 4Tx) capable of achieving near
outage limit performance. Low word error probabilities are
obtained at signal-to-noise ratios extremely close to mahi
achievable limits. Also, at fixed signal-to-noise raticg thord
error probability is insensitive to block length.

; S BPSK, H-Pi-Diagonal multiplexing 1600 —+—
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