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Lattice Decoding for Joint Detection in Direct-Sequence K transmitted data symbols are placed in a row vebtordefined as

CDMA Systems b(i) = (b1 (i), ..., bx (7)). The corresponding modulated signal is
Loic Brunel Member, IEEEand Joseph J. Boutro§lember, IEEE =& . .
S, = Z Z wrby (0)si(t —iT).
i=0 k=1

Abstract—A new joint detection method based on sphere packing lat- : . .
tice decoding is presented in this paper. The algorithm is suitable for both We assume that the channel is an ideal AWGN channelLet

synchronous and asynchronous multiple access direct-sequence code-divi->¢ + ¢ be th? received Sig_n"f‘l and a.re.al Gaussian nqise with Zero
sion multiple-access (DS-CDMA) systems, and it may jointly detect up to mean and varianchs . A sufficient statistic for ML detection df(7) is

64 users with a reasonable complexity. The detection complexity is indepen- y (i) = (y, (i), ..., yx (i), whereyy (i) is the matched filter output
dent of the modulation size and largeM -PAM or M -QAM constellations of userk defihed as
can be used. Furthermore, a theoretical gain analysis is performed in which

the multiple-access system performance is derived from the lattice param- A [T
eters. yr(1) = / sp(t —iT)r(t)dt + ni(i)
Index Terms—Code-division multiple access (CDMA), lattice decoding, A_m "
multiuser detection, sphere decoder. _ Z wgbe('i)/ se(tysi () dt + nu(i). 0
(=1 0
. INTRODUCTION The cross-correlation coefficients of the noise vecidi) =

In this correspondence, a new low-complexity joint detection algéz1 (7). - - ., nk(i)) are
rithm for direct sequence (DS) multiple-access systems is proposed.

The algorithm is optimal (in the maximum-likelihood (ML) sense) fol [ne()ni ()] = RerNo,
sy_nchronous code-division multiple-access (C_D_MA) s_ystems..The re- with Rep, = /T se(t)sp(t)dt fork, (=1---K. (2)
ceiver models the despreader output as a multidimensional lattice point 0

(sphere packing) corrupted by noise and applies a lattice-decoding al- i .

gorithm to jointly detect all users. In the asynchronous case, the lattlcg! D« be the diagonal matriliag(ws. ..., wr) andR = [Re] the
decoder is combined with an interference canceler and its performafte< &£ Signature cross-correlation matrix. Then, (1) becomes
remains excellent despite its suboptimality. . . .

The paper is organipzed as foIIO\F/)vs. In éection Il, the synchronous y(i) = b(O)M +n(i) ®)
multiple-access transmitter structure and its lattice representation are . . . . )
described. In Section 1ll, the sphere-decoding algorithm, which is Ewere thelt x 1,.‘ _matrlxM IS de_flned aM = ].')“’R' - .
low-complexity ML decoder for lattice constellations, is presented. T_he vectowy(i) |n_(3) can b_e viewed as a p0|r_1t offé-dimensional
Then, sphere decoding is applied to ML detection of synchronolf¢tice Sphere packing. [6] with generator matrix} corrupted by a
direct-sequence spread-spectrum multiple access (DS-SSMA) nmsen_(z). If th_e_5|gnatures_, are well chosen and all power ampl_ltudes
Section IV. In Section V, the combination of sphere decoding arff€ strictly positive, the lattica is aZ-module of ranki” of the K -di-
interference cancellation for the joint demodulation of asynchronolensional real spade” . The rows ofM form a basis ofv. The mul-
DS-SSMA is investigated. In Section VI, an analytical approximatiotiple-access signal generates a paifiy M belonging to a constella-
for the system gain is derived from the lattice parameters. Simulatitin, i.., a finite subset of of size|A|" .
results for synchronous and asynchronous systems on additive whitéhis lattice representation of multiuser systems allows us to use an
Gaussian noise (AWGN) channel are presented in Section VIl aafficient ML lattice decoding algorithm called théniversal Lattice
compared with those of multistage successive interference cancell&coder[17], [18], also known as th8phere DecoddB]. The sphere
tion (PIC) [13], [14], decision-feedback minimum mean-square erraecoder is capable of decoding any lattice defined by an arbitrary gen-
detector (DF-MMSE) [9], and Viterbi-based algorithm (Verdd joinerator matrixM. The version presented in the following is based on

detector [15]). Conclusions are finally drawn in Section VIII. enumerating points inside a sphere according to the Pohst strategy [10],
[7]. Alternative strategies are presented in a recent tutorial by Agrell
Il. LATTICE REPRESENTATION OFSYNCHRONOUS al. [1].

MULTIUSER SYSTEMS

Let us first consider a synchronous CDMA system withusers. Ill. SPHEREDECODING WITH WHITE GAUSSIAN NOISE

The symbob, (i) of userk transmitted at timé is taken from an in- Let us first describe the ML decoding offa-dimensional lattice\
teger alphabet! of cardinality|.4|. Each usek transmits a block of used over an AWGN channel and generated by akieal K’ matrixG.

N symbols with signal amplitude;. . The symbols are spread by a realThe decoder must find the closest lattice point to the received vector,
signatures (f) with symbol duratiorl’, s, (t) = 0 if ¢+ ¢ [0, T'). The which is equivalent to minimizing the metric

K
2 2
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L4 o o o ® whereq;; = a? fori = 1,..., K andq;; = a;j/a; for j =
1,...,K,i =j+1,..., K. The function[z] is theceil function
and|z] is thefloor function. The lower and upper bounds in (7) tell us
that the sphere decoder hiasinternal counters;, i.e., one counter per
dimension. We, thus, enumerate all values of velefor which the cor-
responding lattice point = bG is within the squared distan¢e from
the received point. Lattice points outside the given sphere are never
tested. Consequently, the decoding complexity does not depend on the
Py PY PY PY PY size| A|™ of the lattice constellation. Finally, we select the best point
x as the one associated to the minimal Euclidean npwri). During
Fig. 1. Geometrical representation of the sphere-decoding algorithm. the enumeration of all points located in the search sphere, the radius
+/C may be updated by the norij || found at the current enumerated
; . point. Points located in the initial sphere beyond the updated radius are
In practice, the set of data vectors is limited to an alphabfetc 7% not selected by the decoder. The update/af by every newly com-
and an exhaustive ML decoder looks for the best peiit the whole  pyted||w|| guarantees that all points in the new search sphere have a
finite constellation. The sphere decoder restricts its computation to tgrm smaller or equal thw||. Thus, the points in this sphere are good
points which are found inside a sphere of a given ragi@s centered candidates for ML detection. This radius update dramatically acceler-
at the received point, as depicted in Fig. 1. Thus, only the lattice poi&s the closest point search.

within the squared distanc€ from the received point are considered o more details on the sphere decoding implementation, the reader
in the metric minimization of (4). The decoder performs the following eferred to [18].
optimization: The search radiug’C’ must be properly chosen. Indeed, the number
_ ) of lattice points lying inside the decoding sphere increases @ith
min [ly — 2| = in [lw]l. (5)  Therefore, a large value @ slows down the algorithm, whereas the
search sphere may be emptyifis chosen too small. In order to ensure
The equality (5) indicates that we must find the shortest vactiorthe ~ that at least one lattice point is found by the sphere decoder, the search
translated sef — A. We write the received vector and the difference aidius has to be greater than the lattice covering radius, e.g., select a
y = pG andw = £G, respectively, with€ = (¢1,....¢x) € R® and radius value equal to the Rogers upper bound [6]
p=I(p1,.... px) € R".
In the new coordinate system defined §ythe sphere of squared " i o i - |det(G)]
radiusC' centered ay is transformed into an ellipsoid centered at the VC" = (K log K + K loglog K + 5K) x Ve
origin, defined by
, whereVy is the volume of a sphere of radiiisn the real spac&” .
lw])® = EGGTET < C. (6) Aswe consider a finite constellation of the lattice, it may occur that no
lattice point in the sphere belongs to the constellation. This decoding
Cholesky’s factorization [5] of the Gram matrik = GG” vyields failure is overcome by slightly increasing the search radius and per-
' = AAT whereA is a lower triangular matrix with elements;. forming the sphere decoding again.
Using (6), it was shown that pointis included in the search sphere if
ly ifthe i isfy the following i li-
?23 [oln7]y I[1ts]? integer components lgatisfy the following inequali IV. DECODING OF ASYNCHRONOUSMULTIPLE-ACCESSSYSTEM
The additive-noise samples included in the system model (3) are cor-
] C Yon | < < C ) related. This correlation is produced by the nonzero cross correlation
IKK P\ = K IKK r between the different users signatures, see (2). The ML lattice decoder
k o
— . + pr—1 + g, Kk—1Ex
K—-1,K-1 . /- . . — . NN
' m' (y(D)]e(i) = (i) — 2R (y(i) —2(i)".  (8)

) C — qrrék
Sbhr-1 S b/ IK-1.K_1 PR K K18 The sphere-decoder equations can be easily adapted to the optimization
of metric (8). This is equivalent to ML decoding of a lattité with a

>2 generator matrixM in the presence of colored noigé:). Neverthe-

must minimize the following metric:

C - 4K K

less, we prefer to whiten the noise at the output of the matched filter
bank in order to use the decoding procedure given in the preceding sec-
tion. Note that all studies of lattice sphere packing performance have

1 K i
N L , s
- Z qee (&-l- Z 4;0&;

(=i+1 F=l41

K been done in the AWGN case. The noise whitening will also help us
+ pi + Z 45i&i | < bi to simplify the analytical study of lattice parameters’ impact on the
J=itl CDMA error rate presented in Section VI.

: The noise whitening operation performed before the lattice decoder
1 K K : is similar to what is widely known in equalization theory [12]. Cholesky
b; < o C - Z qee <& + Z q,;ij) factorization of the cross-correlation matt yields R = WW 7',
" =i+t J=tt whereW is a lower triangular matrix. The whitened observation is
K defined agy(i) = y(z’)WT_1 and the new lattice point is given by
+ pi + Z 4ji€j (7) =z(i) = 2()WT ' Finally, the whole CDMA system model is illus-
=i+l trated in Fig. 2.



1032 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 49, NO. 4, APRIL 2003

signature s;

User 1 & noise 7 Mz.atched Y1 Y1 __»b_l
data b, ¢ Filter 1
Whitening Sphere
————— ->€- - - = ] - = = -
wr! Decoder .
@' Matched | Y& Uk by
Filter K —
User K A
data by ~

Fig. 2. CDMA system model with joint lattice detection.

Now, we write the relation between the lattice paift) and the data \ T
vectorb(7) ! ) ty .
USER 1 5 { : by (Z) ié b1(Z + 1) I
o1 1 SR P
(i) =2 W' =b(()MW"  =b(i)D,W. (9) | | a2 PP
| : by (%)
USER 2 ———
Equation (9) shows that the whitening operation results in a new la —
tice with generator matri&G = D_W. Therefore, the new received . Qg a3

pointg(i) is processed with a sphere decoder associated to this N¢USER 3 ;
lattice. SinceD ., W is already a lower triangular matrix, Cholesky fac- T3 I '
torization preceding the sphere search given by inequalities (7) can

omitted(A = G), or equivalently, the triangular factorization has been
transferred from the decoder to the noise whitener Fig.3. Asynchronous multiple-access system with three users: interference on
' user 2.

V. SPHEREDECODING WITH INTERFERENCECANCELLATION FOR Let 3, denote the cross correlation between symbegjsandb ;.. Let
ASYNCHRONOUSMULTIUSER SYSTEMS aj¢ denote the cross correlation between synihol) and the previ-
ously detected symbol of usérWe can express the observation vector

Let us now consider an asynchronous multiuser system. AJeas : ) )
., ysx ) associated to the detectionlof(i) as

a delayr,. We assume thdt < 7 < o < --- < 7 < T. As vr = -
shown in Fig. 3, each symbol of a given user interferes with one or = _ , ,

' . . s =w;B0p5 + weeviebpe + weBiebye + 1y,
two symbols from other users. The latter symbols interfere also with Yis e Z e Z e ¢
other symbols and it is impossible to define a finite-dimensional lattice
to describe the system as we did in Section Il. To solve this problem, )
we combine the lattice decoder with a subtractive interference canceler. 473 =«i/iibr; + Z weajebpe + Z weBjebpe + g,

j<U<k (#5
forj <k

The detection of symbaL (i ) takes into account its entire despreading, i i .
the partial despreading of future symbols of other users, and the partial forj =k
correlations with past symbols of other users. yr; =w;Bs;055 + Z wearjebpe + Z weaebpe
The joint processing of symbols(7) at time: starts after finishing <k >
the detection of all symbols;(¢ — 1), j = 1--- K. The detection at + Z““gﬂf”b” +nj, forj > k. (10)

time is performed in an increasing order/ofi.e., the demodulation e
of b, (i) uses the symbobs (7), b2(7), ..., by_1(i) already detected

and the previous symbotg 1 (i — 1), bsa(i — 1), ..., bic (i — 1). Equations (10) can be simply written in matrix form

The detection procedure for a given useat timei depends on three ys = b,Du R, + bfD Rf +n (11)
vectors: the past symbdig, the future symbolsy, and the observation
vectory; = (ys1, - - -, ysi ). The symbol vectors are whereRy = [f;;], n is an additive Gaussian noise with covariance
matrix No Ry, andR,, is given in the equation at the top of the following
page.
bp = (bp1 - bpic) There existl different pairs of matrice®®, andR¢, each one for
=(b1(i)s - br—1 (i), br(i = 1), baq (i = 1),....bx (i = 1)) the detection of one user. Symbols included,jrare already detected,
=(bs1,. bf K) so we can subtract the past interferebgB,, R, from the observation
= (b1 (i + 1) ..... b (i 1), bx (i), b (0), - b (0). yf to obtain a new observatiory delivered to the lattice decoder

Zf =Yy — prpr = beuRf =+ n.
When decoding symbdil(7), the observationy;, associated t® ¢,
is the result of a partial despreading of durattem, beginning with
symbolbs, and ending with symbdly (¢). Thus,

The vectorzy is a lattice point corrupted with colored noise. Hence, we
can apply results of Section IV to detéet(i) using a sphere decoder

in the I'-dimensional real space. Note thét lattice-decoding steps
are needed to demodulate theusers at a given timg whereas one

the = Tk — T, fort <k decoding step suffices to jointly decode all users in the synchronous

toe =T + 7 — 70, forf > k. system.
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r 0 0 0 0 0 T Q0 k1 o1, K
2,1 0 0 cee 0 0 2,k 2, k41 cee K
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VI. ANALYTICAL PERFORMANCE DERIVED FROM THE Then, the cross-correlation matrR and the generator matrix of the
LATTICE PARAMETERS associated lattice are
We now compute an analytical bound for the system gain by studying 1 8 1 0
: . LT = and G=D,W = .
the structure of the embedded lattice constellation. For simplicity rea- g1 B w m

sons, it is assumed that all users are synchronous and that the mul- _
tiple-access medium is an ideal AWGN channel. The point error prob®¢ CDMA system performance is compared to that of a reference

ability P. of a cubic constellatios is approximated by [4] system defined by a constellatich. This reference constellation is
cubic shaped and corresponds to the ideal case of two orthogonal sig-
natures(3 = 0, dg ..n» = 1); we have
Y(Ao) =wt
2w
wherer(A) is the first shell population numbeki§sing numbey erfc 7s(50) = 1+ 02
is the complementary error functiafjs the number of bits per two di- 2
mensionsk, is the bandpass average energy per bit. flindamental 7(50) = 1+ 02 (14)

inv(A) is gi . . . . .
gain~(A) is given by [8] Finally, the total gain/(S) of the CDMA system is defined as the ratio

of v(.S) to v(S.)

d2 min
Y(A) = 12)

vol(A)2/ K _ dimin(1+7)

7(8) Trace(I")

(15)
for a K'-dimensional lattice with minimal Euclidean distanéemin

and a fundamental volumel(A). The fundamental gain, also knownThe lattice minimum squared distanég,..;, can be determined By
as Hermite constant [6], is equivalent to the normalized Euclidean
distance of a trellis-coded modulation [2], and gives its asymptotic
signal-to-noise ratio (SNR) gain. & is the generator matrix ak, wheres is the nearest integer tos. Thus, we can write
vol(A) = |det(G)|. The energy ratioy(A) stands for the gain of
A when the integer lattic&” is taken as a reference. Recall that
%(2") = 1 and thaty(A) depends only on the lattice structure. Whefrom (15) and (16), we get a simple expression for the total gain of the
the constellatiort is not of cubic shape, the total gaii.S) is equal multiple-access system

to the product of the fundamental gain and #maping gain.(.5),

where the latter depends on the constellation second moment [8] +(8) = d°. a7

d®> = min(1, 5% 4+ &’ — 2kw3)

Trace(T') = Trace(GG™) = 1 + w°. (16)

1(5) = v(A) x v:(S). Consequently, as long @ = 1, there is no global performance loss
in our system. In other words, the joint detection shows a zero loss
Let [|b]|2 be the second moment of the integer constellafign..  in performance for small and medium values of the correlation coeffi-

cube

obtained from the concatenation of theusers’ symbols. Lefz[|% be cient. The theoretical gainin (17), expressed in decibels and illustrated

the second moment of the constellati®rive assume that andS....  versus?, will be compared to the effective gain measured by computer
have the same volume. Thus, (9) becomes simulation in the next section. This theoretical gain is equivalent to the

asymptotic efficiency of the DS-CDMA system [16].
z =bG/ /| det(@)]

and a simple calculation gives the formula of the shaping gain

VII. SIMULATION RESULTS

In a first scenario, the sphere-decoding algorithm has been applied to

Bz K. 52/0et(G jointly_detect four and seven users inad?rect-sequence _SSMA system.
vs(S) = I Hfuzbe — T \/? (13) The signatures are Gold sequences with pefio@preading factor
ll2[I% race = 7). The first user has a fixed transmit power. All other users have

Now, let us study the simple case of a synchrondiis= 2 users equal transmit power and we vary their SNR to observe the near—far

system. We assume that user 1 has unit amplitude and user 2 has amye would like to emphasize that in some exceptional cases&dpse to
plitudew > 1. The cross-correlation coefficient is denotéd [0, 1]. 1.0, the distancel may not equal the true minimum distance
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-10
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Fig. 4. Synchronous system: four users, BPSK modulation, SNR1dB, three iterations for PIC hard detector.

1E+00 T T

BER

© SphDec : User 1 . - o
: B— SphDec : Worst Usey| = zk
—=&A— SphDec : Best User
---©--- DF-MMSE: User 1
1E-04 [ ---B3--- DF-MMSE: Worst User]
E &--- DF-MMSE: Best User [:
Single User 16-PAM |

5 10 15
SNR2 = SNR3 = SNR4 = SNR5 = SNR6 = SNR7 (dB)

Fig. 5. Synchronous system: seven users, 16-PAM modulation, SNR4 dB.

effect on the first user. The results are compared with those of a PICTables | and Il compare the complexity of the sphere decoder with
detector with hard cancellation and a decision feedback MMSE joititat of the exhaustive search when both perform an ML joint CDMA
equalizer. At the first iteration of the PIC detector, the contributions afetection. All users transmit 16-PAM signals with the same transmit
interfering users are successively subtracted from the received sigmaler equal to 19 dB. The average complexity of the sphere decoder
by decreasing order of transmit power, which is not necessarily the dyas been measured by counting all the operations executed in our simu-
timum order. In the following iterations, parallel interference cancelldation program. The lower the SNR, the larger the variance of the com-
tion is performed. The total number of iterations is three. plexity. The search radius has been determined from Rogers bound.
Consider a model of synchronous transmission with binary phagefurther reduction of the number of operations can be achieved with
shift keying (BPSK) modulation on a Gaussian channel. Fig. 4 depicte Lenstra—Lenstra—Lovasz (LLL) algorithm [5], [11], especially in a
the ML performance of the sphere decoder. It is very near—far resistaetr-far effect situation.
compared to the PIC detector. The performances of different users ar&o illustrate the relative low complexity of sphere decoding, let us
similar contrary to those of the PIC which depend on the cross-corretmnsider a synchronous system with 63 users using 16-PAM modula-
tion values. For user 4, we observe a 5.5-dB gain for the sphere decadaer and spread by a facté8. Two sets of spreading sequences are
with respect to the PIC detector. used. The first set contains 63 Gold sequences of lgifjtfihe repar-
In Fig. 5, with a 16-PAM modulation and seven users, the sphere digion of the nontrivial cross-correlation absolute valuedlig/63 (12
coder outperforms the DF-MMSE detector. An exhaustive ML detectoccurrences)l5/63 (17 occurrences),/63 (3876 occurrences). The
would have to comput&6® = 65 536 metrics to detect each point!  second set contains 63 highly correlated purely theoretical sequences
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Fig. 6. Synchronous system: 63 users, 16-PAM modulation.

1E+00
i

1E-01 fs

1E-02

BER

1E-03
[ SphDec : 1
3 —H— SphDec : User 2
SphDec : User 3
---©--- PIC : User 1
1E-04 pooon B--- PIC : User 2
i [ - . User 3
---9--- ML : User 1 :
---©--- ML : User 3
Single User BPS ; T
1E-05 . L L
-10 -5 0 5 20

SNR2 = SNR3 = SNR4 (dB)

Fig. 7. Asynchronous system: four users, BPSK modulation, SNR1dB, three iterations for PIC hard detector.

TABLE |
COMPLEXITY OF THE JOINT ML D ETECTORBASED ON THE SPHEREDECODER (WITHOUT LLL) FOR 16-PAM MODULATION. THE SEARCH RADIUS IS
DERIVED FROM ROGERSBOUND

K | Additions | Multiplications | Divisions | Square Roots | Total Total

per user per user per user per user per user | for all K users
4 111 68 14 14 208 832
7 480 332 49 49 910 6371

of length63. In the latter case, all nontrivial cross-correlations abs@qual tal0~" when using highly correlated sequences. This shows that,
lute values are equal &1 /63. All users have the same transmit powereven with highly correlated sequences, the ML performance is near the
In Fig. 6, performance results with both sequence sets are depicsatyle-user performance, i.e., the multiuser efficiency is clode to
versus the SNR of all users. Although the system is highly loaded, theLet us now consider an asynchronous multiple-access system. The
single-user performance is reached with Gold sequences, wheredisna delays are 0, 2, 4, and 6 chips for four users. The results are rep-
low degradation of 0.5 dB is observed at an average bit-error rate (BE®$ented in Fig. 7. It is clear that the pure ML detector based on Viterbi
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Fig. 8. Asynchronous system: seven users, 4-PAM modulation, SNR1 dB.
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Fig. 9. Synchronous system gain: two users, 16-PAM modulation.
algorithm has the lowest error rate. However, the combination of sphere TABLE I

decoding and interference cancellation still outperforms the PIC dé&OMPLEXITY OF THE JOINT Mllé %/'i{\'/IECJORBASED ONEXHAUSTIVE SEARCH
tector. Fig. 8 depicts the BER with a 4-PAM asynchronous system for FOR16- ODULATION

seven users and a spreading fagtoThe system has a full load. The . .

sphere decoder has the best average error rate because its worst us¢| & | Additions | Multiplications | Total Total

well protected. The DF-MMSE detector exhibits a relatively large dif- DEr user DET user per user | for all K users

ference between the performance of the best and the worst users. 4 10° 10° 2.10° 8.10°
Finally, we represented in Fig. 9 the theoretical global gain given by

(17) in Section VI for two users with an SNR differendSNR = 0 7 6.108 6.108 12.108 8.10°

and 3 dB. This gain is compared with the one derived from compute

simulations. As predicted by information theory, the bigg&8NR is,

the higher the gain is! In fact, the strongest user has a negligible ef-
fect on the global BER. Thus, the global gain is roughly related to the
weakest user. The latter is less sensitive to cross-correlation variationk this correspondence, we proposed a new joint detection technique
since its error rate is higher. based on lattice (sphere packing) decoding using the sphere-decoding

VIII. CONCLUSION
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We also derived a theoretical gain analysis where the performance is
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. . L (TS), the training algorithm tries to find an empirically optimal quantizer
Finally, the authors would like to indicate that the sphere deCOdertf'%t minimizes the selected distortion criteria using the sequence. In

applicable to any communication system satisfying a constraint simitattier to evaluate the performance of the trained quantizer, we can use
to (3). This includes multiantenna and multicarrier systems. the empirically minimized distortion that we obtain when designing the
quantizer. In this correspondence, several upper bounds on the empirically
minimized distortions are proposed with numerical results. The bound
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